ABSTRACT

Stochastic Gradient Decent (SGD) is one among the core techniques behind the success of deep neural networks. The gradient provides information on the direction within which a function has the steepest rate of change. the most problem with basic SGD is to vary by equal sized steps for all parameters, no matter gradient behavior. within the proposed diffGrad optimization technique, the step size is adjusted for every parameter in such how that it should have a bigger step size for faster gradient changing parameters and a lower step size for lower gradient changing parameters.Various architectures of CNN are available. the most advantage of CNN is its image classification capability. The three different popular CNN models are implemented for image classification on easily available dataset.The small begginer model of CNN was also implemented for mnist dataset so more results are available for proving the optimization capability of praposed method.The three models were trained using various keras inbuilt optimizers like Adam and SGD. Finally for enhancing the validation accuracy of model the models were trained using DiffGrad optimizer. The results showed that the DiffGrad optimizer outperforms all other existing optimizers. As accuracy using praposed method increased, the DiffGrad was proven to be efficient optimization technique for Convolutional Neural Network.
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